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Introduction
• Resource allocation in communication networks and computing systems is a

pressing research topic that has huge applications.

• The purpose of resource allocation is to intelligently assign the limited

available resources among terminals/clients in an efficient way to satisfy end

users’ service requirements.

• It is imperative to develop advanced resource allocation techniques for

ensuring the optimal performance of these systems and networks.

• In recent years, many tools including optimization theory, control theory,

game theory, and auction theory have been employed to model and solve a

variety of practical resource allocation problems.



• Many network resource allocation problems can be formulated as a constrained maximization

of some utility function or minimization of some disutility function. In the first part of the

course, we use convex programming as a toolbox to frame allocation problems.

• Convex optimization refers to the minimization of a convex objective function subject to

convex constraints. There are at least three benefits obtained from framing resource

allocation problems as a convex program:

 Convex optimization techniques are important because a local optimum is also a global

optimum in a convex problem and a rigorous optimality condition and a duality theory exist

to verify the optimal solution.

 Powerful numerical algorithms exist to solve for the optimal solution of convex problems.

 The third is on decomposability structures, which may lead to distributed (and often

iterative) algorithms that converge to the global optimum. Distributed solutions are

particularly attractive in large-scale networks where a centralized solution is infeasible,

nonscalable, too costly, or too fragile.

Part I
Resource allocation in networks via convex programming



A Simple Example
• Let us consider a simple example of resource allocation.

 Suppose that a central authority has a divisible good of size C that is to be divided
among N different users, as illustrated below.

• For example, suppose that the government has determined that a fixed quantity of
ground water may be pumped in a certain region and would like to allocate quotas that
may be pumped by different farms.

• One way of performing the allocation is to simply divide the resource into N parts and
allocate C/N to each player.

• But such a scheme does not take into account the fact that each player might value
the good differently.



Utility
• We refer to the value or “utility” obtained from an allocation x as U(x).

• This utility is measured in any denomination common to all the players such as dollars. 

• So a farm growing rice would have a higher utility for water than a farm growing wheat.

• What would be the properties of a utility function? 
We would expect that it would be increasing in the amount of resource obtained.

More water would imply that a larger quantity of land could be irrigated leading to a 
larger harvest. 

We might also expect that a law of diminishing returns applies. 

 In our example of water resources, the return obtained by increasing the 
quota from 10 units to 20 units would make a large difference in the crop 
obtained, but an increase from 100 units to 110 units would not make such a 
significant difference. 

 Such a law of diminishing returns is modeled by specifying that the utility 
function is a strictly concave function since the second derivative of a strictly 
concave function is negative. 

Thus, the first derivative (which is the rate at which the function increases) 
decreases.



Law of Diminishing Returns



System-Wide Objective (Social Welfare)

• The objective of the authority would be to maximize the “system
wide” utility.

One commonly used measure of system-wide utility is the sum of
the utilities of all the players.

Since the utility of each player can be thought of the happiness
that he/she obtains, the objective of the central authority can be
likened to maximizing the total happiness in the system, subject
to resource constraints.



System-Wide Objective (Social Welfare)

• We illustrate the sum utility with the
utility functions of players 1 and 2,
who receive an allocation x1 and x2

respectively being 2log(x1) and log(x2).

• The marginals in the figure are strictly
concave, which results in the sum
being strictly concave as well.



Network Utility Maximization
• We now consider the analog of the resource

allocation problem in a communication
network such as the Internet.

• Suppose we have a network with a set of traffic
sources S and a set of links L.

• Each link l ∈ L has a finite fixed capacity cl.

• Each source in S is associated with a route r ⊂ L
along which it transmits at some rate xr.

• Note that we can use the index r to indicate
both a route and the source that sends traffic
along that route and we will follow this
notation.



Utility Maximization in Networks
• The utility that the source obtains from transmitting data on route r at rate xr

is denoted by Ur(xr).

• We assume that the utility function is continuously differentiable, non-
decreasing and strictly concave.

• As mentioned before, the concavity assumption follows from the diminishing
returns idea:

 A person downloading a file would feel the effect of a rate increase from 1
kbps to 100 kbps much more than an increase from 1 Mbps to 1.1 Mbps
although the increase is the same in both cases.



• It is straightforward to write down the problem as an optimization problem of 
the form:

• The above inequalities state that the capacity constraints of the links cannot be violated

and that each source must be allocated a nonnegative rate of transmission.

• It is well known that a strictly concave function has a unique maximum over a closed

and bounded set.

• In the above problem, the utility function is strictly concave, and the constraint set is

closed (since we can have aggregate rate on a link equal to its capacity) and bounded

(since the capacity of every link is finite).

• In addition, the constraint set for the utility maximization problem is convex which allows

us to use the method of Lagrange multipliers and the Karush-Kuhn-Tucker (KKT)

theorem.



Part II
• Resource Allocation via Economic Mechanism Design

• Centralized 

 A central network planner solicits private information from non-cooperative or 
strategic networking agents, and they can potentially lie about it!

We use economic mechanism design to incentivize the agents to tell the truth!

 VCG mechanism

 Kelly Mechanism
• Distributed 

We assume that the users cooperate, we ignore incentive issues which may occur in 
networks with non-cooperative users.

Our objective is to coordinate the decisions of all users to optimize the overall 
performance, which is measured in terms of the total network utility.

Can be formalized through the theory of network externalities 
 There are a range of approaches used to try to manage externalities through 

appropriate incentives, from pricing to regulation.



Example: Centralized Resource Allocation for Non-Cooperative 
Networking Agents

• Consider a network planner who is interested in allocating resources to users
with the goal of maximizing the sum of the user’s utilities.

• The network planner can do this only if he knows the utility functions of all
the users in the network, or if there is an incentive for the users to reveal
their utility functions truthfully.

• We will discuss incentive mechanisms which make it profitable for the users 
to reveal their true utilities to the central network planner.



• Consider the problem of dividing a fixed resource among different users.

• Consider a network planner who wants to solve the utility maximization 
considered in previous slides, where each user is associated with a route: 

Example: Centralized Resource Allocation for Non-
Cooperative Networking Agents



Example: Centralized Resource Allocation for Non-
Cooperative Networking Agents

What is a proper incentive mechanism?



Distributed Resource Allocation Based on 
Network Externalities

• Informally, externalities are effects that one agent’s actions have on the 
utility received by another.

• These effects can be

• negative (e.g., resource congestion, or the interference one user in a wireless 
network causes to others) or

• positive (e.g., the performance improvement a user in a peer-to-peer network 
experiences due to the participation of other users). 

• From our perspective, externalities prove challenging because they often lead 
to distortions of economic outcomes away from efficiency. 

• In response, there are a range of approaches used to try to manage 
externalities through appropriate incentives, from pricing to regulation.



Example: Interference externalities



Example: Interference externalities

For distributed interference compensation, we will propose a protocol in which the users 

exchange price signals that indicate the negative externality of the received interference.

How to internalize the externalities?



Part III
• Resource Allocation in Stochastic Networks

 In this part, we consider the analysis and control of stochastic networks, that is,
networks with random events, time variation, and uncertainty.

Our focus is on communication and queueing systems.

 Example applications include wireless mesh networks with opportunistic scheduling,
cognitive radio networks, ad-hoc mobile networks, internets with peer-to-peer
communication, and sensor networks with joint compression and transmission.

The techniques are also applicable to stochastic systems that arise in operations
research, economics, transportation, and smart-grid energy distribution.

These problems can be formulated as problems that optimize the long-run
performance of the system; e.g., time averages of certain quantities subject to
time average constraints on other quantities, and they can be solved with a common
mathematical framework that is intimately connected to queueing theory.

We approach these problems using two types of mathematical toolboxes:
 Markov devision processes (MDP)
 Lyapunov optimization (drift + penalty method)



Example: opportunistic scheduling problem



Example: opportunistic scheduling problem



Example: opportunistic scheduling problem



Example: opportunistic scheduling problem



Example: opportunistic scheduling problem



Example: opportunistic scheduling problem



Course Outline 
• Part I: Convex optimization theory: a primer

• Convex sets and convex functions

• Optimization basics

• Canonical problem forms

• Gradient descent

• Sub-gradients and Sub-gradient method

• Duality and KKT conditions

• Part II: Economic mechanism design: a primer
• Mechanism design for enforcing truth-telling (Auctions, VCG, Kelly, etc.)

• Pricing and regulation mechanisms for internalizing network externalities

• Part III: Stochastic control and optimization: a primer
• Markov decision processes (MDP)

• Lyapunov optimization
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Grading Scheme
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Course Logistics
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